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Sensitivity to Redirected Walking Considering Gaze, Posture, and
Luminance

Niall L. Williams , Logan C. Stevens , Aniket Bera , and Dinesh Manocha

Fig. 1: A visualization of our experiment paradigm and the properties of physiological signals that we found to be correlated with scene
motion during redirected walking (RDW). (A) We conducted a psychophysical experiment in which participants completed a rotation
task across hundreds of trials, with different amounts of additional scene motion injected into the virtual environment during the rotation.
Participants reported on whether or not they perceived the additional injected motions and we computed their visual sensitivity to these
motions. (B) Our analyses revealed that as the speed of injected motions increased, the stability of participants’ gaze (left) and posture
(right) decreased. These results show, for the first time, a direct correlation between the strength of redirection (injected visual motion
gains) and physiological signals.

Abstract—We study the correlations between redirected walking (RDW) rotation gains and patterns in users’ posture and gaze data
during locomotion in virtual reality (VR). To do this, we conducted a psychophysical experiment to measure users’ sensitivity to RDW
rotation gains and collect gaze and posture data during the experiment. Using multilevel modeling, we studied how different factors
of the VR system and user affected their physiological signals. In particular, we studied the effects of redirection gain, trial duration,
trial number (i.e., time spent in VR), and participant gender on postural sway, gaze velocity (a proxy for gaze stability), and saccade
and blink rate. Our results showed that, in general, physiological signals were significantly positively correlated with the strength of
redirection gain, the duration of trials, and the trial number. Gaze velocity was negatively correlated with trial duration. Additionally, we
measured users’ sensitivity to rotation gains in well-lit (photopic) and dimly-lit (mesopic) virtual lighting conditions. Results showed that
there were no significant differences in RDW detection thresholds between the photopic and mesopic luminance conditions.

Index Terms— Redirected walking, Self-motion perception, Luminance, Physiological signals, Postural stability, Gaze stability

1 INTRODUCTION

Natural walking in virtual environments (VEs) is important for pro-
viding users with a comfortable and immersive virtual reality (VR)
experience [19, 83]. Redirected walking (RDW) is a promising natural
locomotion interface that allows users to explore VEs that are larger
than the available physical environment (PE) [69, 70]. RDW works by
adding imperceptible rotations and translations (controlled by gains) to
the virtual camera’s trajectory through the VE as the user moves around
in the PE. In order for RDW to be most effective, it is usually preferred
that these added movements are small enough to remain imperceptible
to the user. If they are not, it is common for the user to feel symptoms
of simulator sickness or have difficulty controlling their locomotion in
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the VE [62,82]. To avoid this, researchers have measured the maximum
strength of redirection that can be injected before users can reliably per-
ceive it; the weakest RDW gain that is perceptible to the user is known
as the perceptual threshold (or detection threshold), and it is generally
advised that gains should not exceed this threshold value in order to
avoid causing discomfort for the user [82], although more recent work
has shown that users do tolerate some supra-threshold redirection [72].

A significant amount of research has been done to study how RDW
thresholds change according to different system configurations and
using different measurement methods. One major takeaway that can be
drawn from prior work is that perceptual thresholds for RDW are highly
variable depending on system and user factors: thresholds change de-
pending on gender [59, 102], field of view [102], level of embodi-
ment [59], amount of exposure to RDW [5], audio feedback [22], and
from user to user [36]. As scientific progress advances, the technical
capabilities of HMDs get better; for example, recent HMDs are sup-
porting features such as high dynamic range (HDR) imaging [48, 49],
varifocal optics [74, 105], and retinal resolution displays [105]. Thus,
in order to develop more robust and effective RDW systems, it is impor-
tant that we continue to evaluate how these different system factors may
affect users’ sensitivity to redirection. In this paper, we evaluate and
measure how display luminance affects users’ sensitivity to rotation
gains.
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Typically, RDW thresholds are measured using a psychophysical
experiment, which often takes multiple hours for one participant, can
be very repetitive and tiring for users, and different psychophysical
fitting methods can yield different results under the same experimen-
tal conditions or may be sensitive to lapses in perception [100, 101].
The high variability of RDW thresholds is not compatible with the
psychophysical methods used to measure them—small changes in the
system configuration may yield different thresholds that would war-
rant re-running the long psychophysical calibration process in order
to ensure that the applied redirection gains remain below the user’s
detection thresholds. Thus, in order for RDW to become a more usable
locomotion interface in real-world consumer settings, it is crucial that
we develop better methods for quickly and accurately estimating the im-
perceptibility of RDW gains during virtual locomotion. Physiological
signals may be one potential solution to this problem. Many researchers
have shown a link between users’ perceptual experiences in VR (e.g.,
sense of presence [52] and jitter perception [47]) and their physiologi-
cal signals (e.g., gaze signals [63], galvanic skin response [37], EEG
signals [43], and postural stability [55]). Similarly, researchers in the
human vision community have shown that gaze behavior can be infor-
mative for estimating an observer’s level of engagement with the scene
content [68]. However, despite the growing evidence that physiological
signals can be useful for inferring about a user’s subjective experience
and internal state, researchers have yet to demonstrate a direct correla-
tion between RDW gains and any physiological signals. Therefore, in
this work we also measure how physiological signals (gaze and posture
data) are correlated with redirection strength and how system factors
(in our case, display luminance) affect these signals. We are interested
in studying display luminance in particular because of the advent of
HDR HMDs and prior research that shows that luminance can have an
effect on motion perception, gaze patterns, and postural control.

Main Results: In this work, we take a first step towards a more effi-
cient and accurate estimation of RDW gain perceptibility by investigat-
ing the correlations between RDW gain strength and patterns in users’
physiological signals across a variety of system factors. We conducted a
psychophysical experiment to measure users’ perceptual thresholds for
RDW rotation gains at both well-lit (photopic) and dimly-lit (mesopic)
display luminance levels, and recorded physiological signals (gaze and
posture data) during the experiment. The first main contribution of
our work is that we measured how rotation gain thresholds change
as a function of the luminance of the virtual content. We measured
perceptual thresholds in photopic and mesopic display luminance con-
ditions to observe how the perceptibility of rotation gains changes
depending on the light level of the virtual content being viewed. The
second main contribution of our work is an initial investigation into
the correlations between RDW rotation gain strength and patterns in
gaze and posture data. To improve the applicability of our results, we
chose to study gaze and posture data because these are physiological
signals that are readily available in most modern consumer HMDs;
other signals typically require the integration of additional sensors. We
limited our study to rotation gains since they allow for a wider range of
gains to be applied before users begin to perceive them, compared to
curvature and translation gains [82]. Our results showed that gaze and
postural stability are significantly correlated with the properties of the
RDW system, and that detection thresholds do not change significantly
in photopic compared to mesopic luminance conditions. Our results
suggest that future research on self-motion perception in VR should
strongly consider the role of multisensory integration, and lay the ini-
tial groundwork for developing non-invasive physiological metrics for
feelings of sickness during redirection. Specifically, we observe that:

• Detection thresholds for RDW rotation gains were not signif-
icantly different between the well-lit (photopic) and poorly-lit
(mesopic) virtual lighting conditions.

• There were small but significant correlations between rotation
gain strength and physiological signals of posture and gaze.
Specifically:

– Each unit (1) increase in rotation gain was correlated with,
on average, a postural sway increase of 5.096 cm, gaze

velocity increase of 0.9034◦/s, and a saccade frequency
increase of 5.796 per trial.

– Each additional trial completed (i.e., time spent in VR under
the effects of RDW) was correlated with, on average, a gaze
velocity increase of 0.0280◦/s.

– Each additional second spent under the effects of RDW per
trial (i.e., trial duration) was correlated with a gaze velocity
decrease of 0.358◦/s, a blink frequency increase of 0.388
per trial, and a saccade frequency increase of 2.430 per
trial.

– An interaction between gain and trial duration had a sig-
nificant effect on number of blinks (−0.324) and on gaze
velocity (0.9030).

2 BACKGROUND AND RELATED WORK

2.1 Redirected Walking Thresholds

Redirected walking (RDW) is a locomotion interface that enables users
to explore VEs that are larger than their PE [70]. It works by adding im-
perceptible rotations and translations to the virtual camera’s trajectory
as the user moves around in the physical space, creating a mismatch
between the user’s physical and virtual movements. The magnitude of
these injected rotations and translations is determined by parameters
called gains, and the smallest gain that is reliably perceptible to a user
is known as their perceptual threshold. Rotation gains modify the
amount that the user turns in place, translation gains modify how far
the user travels while walking, and curvature gains cause users to walk
on curve physical trajectories while following straight virtual trajecto-
ries. Ideally, the gains applied during locomotion are smaller than the
perceptual thresholds in order to mitigate the likelihood that the user
feels symptoms of simulator sickness or breaks in presence [82].

Applying perceptually comfortable thresholds requires us to estimate
the user’s perceptual thresholds, and this is typically done using psy-
chophysical experiments which often take multiple hours to complete
per participant [23]. The first comprehensive study that measured RDW
thresholds was conducted by Steinicke et al. [82]. Since then, many
researchers have measured RDW thresholds in a wide range of contexts
and have shown that HMD field of view [102], walking speed [58, 60],
level of embodiment in VR [61], the rate of change of gains [15], gen-
der [60, 60, 102], the amount of exposure to RDW [5], and individual
differences [36, 60] have an effect on thresholds.

These results show that RDW thresholds are complex and nuanced:
thresholds depend on user factors, device factors, VE context, and
amount of user experience. As VR technology improves and increases
in popularity, VR devices will gain new features and capabilities, and
users will engage with VR in a wider range of (physical and virtual)
contexts. Thus, in order to help make RDW a practical technology
that does not require hours of calibration before it can be used in every
new scenario, our work investigates the use of physiological signals for
estimating users’ ability to perceive redirection. Furthermore, to test
the reliability of these signals in a variety of different configurations,
we study how thresholds change according to the luminance level of
the display. We chose to study thresholds as a function of luminance
because it is a common visual feature of virtual content that is likely
to vary widely for different virtual experiences, and since we expect
luminance to become a more-relevant feature in future devices with the
advent of high-dynamic range VR [48]. Furthermore, prior work in
motion perception [27, 28, 57] provides evidence that luminance has an
effect on an observer’s perception of motion, which has implications
for users’ perception of RDW gains in VR.

2.2 Physiological Signals of Users’ Internal State

In addition to thresholds being highly dependent on system and user
factors, another challenge with understanding user sensitivity to RDW
is the fact that psychophysical experiments are often very time con-
suming and expensive [64, 99, 100]. Psychophysical experiments often
take multiple hours and require users to complete a repetitive, tedious
task in order for researchers to estimate their sensitivity to the stimulus
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in question. To mitigate this problem, researchers have developed dif-
ferent techniques for sampling the stimulus parameter space to more
efficiently converge to the user’s detection threshold (e.g. PEST [91],
QUEST [99], AEPsych [64]), but these methods can still be sensitive
to lapses in judgement or may require careful calibration to maximize
the likelihood of convergence. Furthermore, traditional psychophysics
requires users to first perceive the stimulus (possibly multiple times)
and then answer a question about what they perceived, which is an
intrusive process that requires its own dedicated calibration session. To
help mitigate these constraints, researchers have shown that physiologi-
cal signals can be used to draw conclusions about a user’s subjective
feelings of comfort or other aspects of their internal state such as level
of engagement.

2.2.1 Gaze Stability
Prior work has shown that gaze movements, and in particular metrics
for gaze stability, are correlated with symptoms of motion sickness
(MS) in users. Ujike et al. [93] found that torsional eye movements had
a significant correlation with symptoms of MS for rotations about the
roll axis. Similarly, Hemmerich et al. [29] found a small but significant
correlation between MS and eye movements (specifically, scan-path
length and dispersion). Brument et al. [11] showed that rotation gains
had an effect on gaze dispersion and offset. Bouyer et al. [7] had partic-
ipants repeatedly perform a “torso rotation” movement in which they
shifted their gaze side-to-side between two targets placed at either end
of their horizontal peripheral vision, which required coordinated head,
eye, and torso rotations (similar to the rotation movement participants
completed in our rotation gain discrimination task). Bouyer et al. found
that gaze stability (measured by participants’ ability to consistently
focus their gaze on a target) decreased as feelings of MS increased. In-
spired by those works, we evaluate the correlations between redirection
strength and participants’ average gaze velocity, where gaze velocity is
used as a proxy for gaze stability since we did not instruct participants
to fixate on a particular target in the virtual environment. Additionally,
we measure correlations between redirection strength and saccade and
blink frequency since these are gaze metrics that are readily available
in eye-tracked HMDs.

2.2.2 Postural Stability
Posture control and retinal optic flow are tightly linked to locomotion
control [31, 39, 40, 45, 51]. Prior work has shown that optic flow mod-
ulates locomotion such that users alter their locomotion behavior to
better match the perceived optic flow [20, 67]. In VR, researchers have
used measures of postural stability to estimate users’ level of simulator
sickness (SS). Chardonnet et al. [12] showed that the spread of the
center of gravity and the shape of postural sway in the time domain
can serve as indicators of SS. Soffel et al. [81] demonstrated how a
VR HMD can be used to measure postural stability without the need
for a balance board or force plates. Riccio et al. [71] proposed a the-
ory that postural instability is the source of MS that user experience.
Numerous studies have been conducted that provide some empirical
evidence to support this theory [2,84–86,89], though some studies have
found a lack of relationship between postural stability and feelings of
MS [14, 17, 98]. Mostajeran et al. [53] and Bruder et al. [10] found a
correlation between the strength of curvature gains and lateral posture
sway. Matsumoto et al. [50] found that curvature gains can alter to
in/out during gait, Cortes et al. [92] found that translation gains can
impact users’ step length and frequency and Janeh et al. [39] found
variations in gait parameters depending on the mapping between physi-
cal and virtual motions. Brument et al. [11] also showed that rotation
gains had an effect on how quickly users rotated their head to follow a
moving target. Given the evidence from prior work that shows a link
between postural sway and MS and gait properties, we chose to study
correlations between postural sway and redirection gain strength since
SS is a common side effect of RDW.

2.3 Luminance, Perception, & Action
In this section we summarize research on the interactions between
luminance and motion perception, gaze behavior, and posture control.

2.3.1 Motion Perception

Researchers in the human vision community have studied the degree
to which an observer’s ability to detect motion is affected by the lumi-
nance of the visual content. Sara et al. [75] found that observers had
decreased motion detection performance in low-light conditions, while
Takeuchi et al. [88] showed that velocity discrimination thresholds vary
depending on luminance level. For illusory motion in static stimlui,
Hisakata et al. [30] showed that motion perception varied as a func-
tion of retinal illuminance. Interestingly, Billino et al. [4] found that
detection thresholds for biological motion were the same for photopic
and scopotic conditions, despite the majority of prior research showing
that motion perception performance generally decreases as luminance
decreases [104]. Overall, the literature on motion perception in dif-
ferent light levels shows that perception of motion changes according
to changes in luminance, which motivated us to study how users’ sen-
sitivity to RDW gains changes as a function of the luminance of the
virtual content shown on the HMD. Indeed, with the introduction of
high dynamic range VR HMDs [48], we believe that it is important for
us to gain a better understanding of motion perception in VR according
to the light level of virtual content.

2.3.2 Gaze Behavior

There is a significant amount of research in the vision science com-
munity that studies gaze behavior during whole-body rotations in both
light and dark illumination conditions (which is very similar to the
experiment we conduct in the present study). During whole-body ro-
tations, the visual system employs the vestibulo-ocular reflex (VOR)
to generate compensatory eye movements that allow observers to fix-
ate in space while moving [24]. When a head-fixed target is present,
observers are able to eliminate these VOR movements and maintain a
stable gaze on the visual fixation target [94]. Additionally, when the
observer can see a full visual field of motion during rotation (e.g., in a
well-lit environment) with no visually-static fixation target, they employ
the optokinetic nystagmus (OKN) response to maintain a stable retinal
image and reduce blur during rotation [1]. However, when the observer
rotates in complete darkness (i.e., little-to-no visual motion and no
visual target present), they employ a vestibular nystagmus response [1].
In either case, eye movement is characterized by rhythmic pattern of a
slow phase and a fast phase of movement, wherein the observer’s gaze
remains stable in space until during the slow phase until the fast phase
triggers a brief saccade causes the eye to jump to a new orientation [1].
Thus, during whole-body rotations in both light and dark conditions,
observers tend to exhibit cyclic gaze patterns characterized by a period
of fixation followed by a saccade. This suggests that gaze behavior in
the case of whole-body rotations may not be notably different in light
and dark conditions.

2.3.3 Posture Control

Rugelj et al. [73] studied postural stability in both young (early 20s)
and elderly (early 70s) adults when completing a stationary standing
task. Their study found that mesopic lighting conditions yielded sig-
nificantly worse postural stability in both young and elderly adults.
Kinsella-Shaw et al. [42] conducted a similar study and found similar
results: low light produced more postural instability (with a greater
effect on the older participants). Additionally, they found evidence
suggesting that the observer’s visual contrast sensitivity was a more
important predictor of postural stability. Focusing only on healthy
older women, Brooke-Wavell et al. [8] also found that anteroposterior
sway increased in mesopic lighting conditions and was worst when
participants’ eyes were closed. It is important to note, however, that
these studies only looked at stationary standing tasks and not tasks
involving active locomotion. Huang et al. [35] found that gait stability
in young (early 20s) participants decreased as the light level decreased
during a treadmill walking task. However, Naaman et al. [56] only
found such an effect in middle-aged and elderly populations. Overall,
these studies provide support for the notion that as the illumination of
an observer’s surroundings decreases, the amount of visual feedback
available to support the appropriate perception-action feedback loop
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to maintain stable posture is diminished, which yields more postural
sway.

3 EXPERIMENTAL METHODOLOGY

In order to most-effectively utilize RDW, the injected rotations and
translations should lie below the user’s detection thresholds so as to
avoid making the user feel sick. However, measuring these detection
thresholds is a tiring and repetitive process that often entails multiple
hours of psychophysics. Furthermore, it is well-known that a user’s
sensitivity to RDW can change depending on various system and user
factors such as field of view [102], amount of exposure to RDW [5],
and individual differences in perception [36]. This poses a problem
since the dynamic nature of RDW perceptibility implies that thresholds
should be estimated frequently (as different factors influence a user’s
sensitivity change during the virtual experience), but current methods
for estimating sensitivity to RDW often require multiple hours or, at
best, on the order of ∼20−30 minutes for adaptive methods [100]. Our
motivation with this work is to investigate to what degree the strength
of redirection gains is correlated with different physiological signals of
the user, in hopes that such insights could be used to estimate a user’s
sensitivity to RDW in real time via online analysis of physiological
signal patterns, thus bypassing the long psychophysical estimation
process that has traditionally been used for RDW.

To achieve this, we ran a psychophysical study in which we estimated
participants’ RDW gain detection thresholds while also collecting dif-
ferent physiological signals (posture and gaze data). After collecting
the data, we studied the correlations between redirection strength and
different metrics derived from participants’ physiological data. We
limited our study to rotation gains since they allow for larger mag-
nitudes of redirection to be applied [82] (giving us a wider range of
gain values with which we can test for correlations). Additionally, we
chose to study participants’ posture data and gaze data since these are
two biosignals that are readily available in most modern VR devices
without requiring external devices, and since there is a large amount
of prior work (subsection 2.2) to suggest that redirection gains will be
correlated with patterns in users’ physiological data.

Note that in this work, we are not directly measuring a correlation
between physiological signals and a user’s subjective level of comfort
(i.e., tolerance for redirection gains); we only measure the existence
of any correlations between redirection gain strength and posture/gaze
data. Since we are not aware of any prior work that has established a
direct correlation between redirection gain strength and physiological
signals, the first step to using physiological signals as an alternative
to psychophysics is to confirm that the strength of redirection gains
is indeed correlated with patterns in a user’s biosignals. Once such a
correlation has been established, follow-up works should study to what
extent these signals can serve as a direct indicator of a user’s subjective
level of comfort during locomotion.

Additionally, in an attempt to better understand the different factors
that may affect sensitivity to RDW and patterns in physiological signal
data, we measured users’ sensitivity to rotation gains in both bright
(photopic) and dark (mesopic) luminance conditions. Considering the
gamut of different virtual experiences users may find themselves in VR,
it is not unlikely that users will interact with virtual environments that
have different ranges of luminance values (e.g. visual content for horror
games tend to have low luminance, while job simulators are more likely
to have bright visual content akin to daytime luminance). Prior work in
human perception has shown that observers can have differing sensitiv-
ity to visual motion, gaze behavior, and postural control depending on
the luminance of the visual stimuli (subsection 2.3). Considering these
facts and the introduction of high dynamic range VR [48], we were
motivated to study how sensitivity to redirection changes depending on
the luminance of the virtual content.

3.1 Experiment Design & Stimuli
Our experiment was limited to rotation gains because rotation gain
experiments require less physical space to conduct and they allow for
larger redirection than curvature or translation gains [82]. We had two
hypotheses that we aimed to test with our experiment:

H1 Rotation gains will be significantly correlated with patterns in
participants’ gaze and posture data.

H2 Rotation gain thresholds are different in mesopic viewing condi-
tions compared to photopic viewing conditions.

For H1, we hypothesized that the strength of redirection would predict
changes in participants’ posture and gaze data since prior work showed
that these biosignals are correlated with feelings of MS, and MS is
frequently induced by prolonged exposure to RDW [62]. The intuition
behind H2 is that prior work has shown various effects of environment
luminance on an observer’s sensitivity to visual motion, gaze behavior,
and postural control (subsection 2.3). Therefore, we hypothesized that
the light level of the virtual content would have an effect on users’
ability to detect the presence of RDW gains and on their gaze and
postural data when redirection is applied.

To measure RDW thresholds, we conducted an experiment
that required users to repeatedly complete a 2-alternative forced
choice (2AFC) task [23]. Participants were tasked with rotating their
whole body in place where they stand, either left or right (indicated
by an arrow near the top of the field of view), until they heard a beep
tone that was their signal to stop rotating. After the participant stopped
rotating and maintained their current orientation for 1 second, a green
check mark appeared and the trial ended. If the user rotated too far
or in the wrong direction at the start of the trial, a yellow arrow ap-
peared that signaled them to turn in the other direction to complete
the trial. The amount rotated in the virtual environment was always
90◦ (±5◦ so as to avoid requiring infeasibly-precise rotation from the
participants), but the amount of physical rotation varied depending
on the strength of the redirection gain applied. After the participant
completed the rotation task, the view faded to black and the user was
prompted to answer the following question [82, 102]: “Was the virtual
movement smaller or greater than the physical movement?” (Response
options: Smaller, Greater). For each experimental block, the gain
applied on each trial was randomly chosen from a set of nine gains
{0.6,0.7,0.8,0.9,1.0,1.1,1.2,1.3,1.4}, and each gain was tested 12
times for a total of 108 trials per block (216 trials across the whole
experiment). In order to elicit natural eye movements, the direction
arrow disappeared shortly after the user began rotating and participants
were not given any instruction on where they should look during the
rotation trials.

An observer’s ability to discern objects in their surroundings changes
depending on the amount of light illuminating their environment. As
the light level changes, the eye adapts and vision improves over time
in a process called light adaptation. In particular, when shifting to a
low-light environment, it can take up to two hours for the observer
to fully adjust to the low-light conditions [9]. This required us to
separate the experiment into two blocks, one with a light and one with a
dark display luminance, so that the participants’ eyes could adequately
adjust to the light level of either condition. If light and dark trials were
interleaved within the same block, participants would not have enough
time to meaningfully adjust their vision to properly perceive the virtual
content. Blocks were separated by at least 12 hours and the order in
which participants experienced them was counterbalanced. In the light
condition, the average luminance of the virtual content in the HMD
was about 25 cd

m2 (photopic vision). In the dark condition, the average
luminance was about 0.4 cd

m2 (mesopic vision). The dark condition
was implemented using a shader that uniformly lowered each pixel’s
brightness value to 2% of its original value. Pilot tests revealed that
it was not feasible to change the luminance of the virtual content to a
scotopic level while having the virtual content still visible to the user.

The virtual environment was an office with some pieces of office
furniture placed throughout the environment. We used this environ-
ment for our experiment since it is a familiar setting that would have
enough variation in color contrast and texture patterns to elicit suffi-
cient optical flow for adequate motion perception [97]. An example of
the stimuli users saw in the photopic condition is shown in Figure 2.
After completing a block, simulator sickness symptoms were recorded
using the Kennedy-Lane Simulator Sickness Questionnaire (SSQ) [41].
Participants received a $10 Amazon gift card after completing the first
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Fig. 2: Screenshots of the virtual office environment used in our ex-
periment (during the photopic condition). Ambient office sounds were
played to help mitigate the viability of using sounds from the physical en-
vironment as a cue for the participant’s orientation in the physical space.
(A) The view of the environment that participants saw at the beginning
of each trial. The white arrow indicated to the user which direction they
should rotate, and this arrow disappeared after they rotated 5◦ from the
starting position in the direction of the arrow. (B) An example view of
the environment at the end of a trial. When the user rotated 90◦ in the
virtual environment (±5◦), a beep tone was played that indicated that
the user should stop rotating and maintain their current orientation in
the environment. After maintaining this orientation for 1 second, a green
check mark appeared to indicate that they successfully completed the
trial.

block, and a $40 Amazon gift card after completing the second block
(i.e., $50 in total if they completed both blocks of the experiment). The
experiment and procedure were approved by the authors’ Institutional
Review Board.

3.2 Equipment & Participants
Our experiment was implemented using the Unity 2021.3.5f1 game
engine and a Meta Quest Pro VR HMD. The HMD was tethered to
a desktop computer (CPU: Xeon 2.2GHz, RAM: 64GB, GPU: dual
GTX2080, operating system: Windows 10). We conducted the exper-
iment in a private lab room with covered windows so that the light
level in the room could be carefully controlled. In the mesopic condi-
tion, the lights in the room were dimmed to mitigate any adaptation to
scoptic light levels in case the participant took a break and removed
the HMD during the experiment. The room could not be completely
darkened because the Quest Pro uses inside-out tracking that requires
enough ambient light to be able to track the relative motion of the
physical surroundings. We recruited eleven participants (four female,
age µ = 22.636,σ = 3.107) who successfully completed both blocks
of the experiment. Some of our recruited participants did not complete
the experiment, either because they did not show up for the second
block or requested to end the experiment early due to feelings of sick-
ness. Note that for psychophysical experiments, it is common to have
a single-digit number of participants since each participant provides
a large amount of data and each individual participant is treated as an
individual replication of the experiment [76, 80]. That is, the objective
of psychophysics is to study the mechanics of the perceptual system, so
average population effects are largely uninformative since hypotheses
are tested within the individual participants [76]. Participants had nor-
mal or corrected-to-normal vision and were at least 18 years old. The
HMD was adjusted to match the participant’s interpupillary distance
and the eye tracker was calibrated for the user.

ID (luminance) 25% µ (PSE) 75% σ

1 (photopic) 0.689 1.06 1.43 0.552
2 (photopic) 0.026 0.719 1.41 1.03
4 (photopic) 0.671 0.958 1.25 0.426
5 (photopic) 0.911 1.13 1.35 0.328
6 (photopic) 0.945 1.08 1.22 0.207
7 (photopic) 0.561 0.964 1.37 0.598
9 (photopic) 0.862 1.04 1.22 0.266
13 (photopic) 0.213 1.20 2.19 1.46
14 (photopic) 0.191 0.808 1.42 0.915
15 (photopic) 0.747 0.943 1.14 0.292
16 (photopic) 1.01 1.09 1.18 0.122

Average 0.621 1.000 1.380 0.563

ID (luminance) 25% µ (PSE) 75% σ

1 (mesopic) 0.971 1.12 1.27 0.225
2 (mesopic) 1.15 1.25 1.35 0.147
4 (mesopic) 0.781 1.10 1.42 0.470
5 (mesopic) 0.769 0.999 1.23 0.341
6 (mesopic) 0.584 1.04 1.49 0.669
7 (mesopic) 0.521 1.04 1.56 0.770
9 (mesopic) 1.03 1.12 1.20 0.123
13 (mesopic) 0.399 1.02 1.64 0.921
14 (mesopic) -1.04 0.865 2.77 2.83
15 (mesopic) 0.816 0.940 1.06 0.184
16 (mesopic) 0.928 1.05 1.17 0.180

Average 0.628 1.0495 1.469 0.624

Table 1: Individual psychometric fits for each participant in the photopic
and mesopic light conditions. We show the point of subjective equality
(PSE), the standard deviation of the Gaussian (σ ), and the 25% and
75% detection threshold gains. We also show the average for each of
these values at the bottom of each sub-table. In general, participants
exhibited RDW detection thresholds that were within the ranges found in
prior work [44], though there is significant inter-participant variability [36].
Our results showed no significant differences in detection thresholds
between the two lighting conditions.

4 RESULTS

4.1 Rotation Gain Thresholds

Rotation gain thresholds were computed by fitting a cumulative Gaus-
sian distribution to participants’ average likelihood of responding

“greater” for a trial. Threshold estimates are shown in Table 1. To evalu-
ate the effects of display luminance on perception thresholds, we con-
ducted a 9 (Gain: 0.6 : 1.4 : 0.1) × 2 (Luminance: photopic, mesopic)
ANOVA. We found that gain had a significant effect on the likelihood
of the participant to respond “greater” (F(8,42) = 10.405, p < .0001,
η2 = 0.39), but found no effect of luminance on this likelihood of

“greater” response (F(1,42) = 1.405, p = 0.238, η2 = 0.00543). Ad-
ditionally, no significant interaction effects between threshold and lu-
minance were found (F(8,42) = 0.497, p = 0.857, η2 = 0.02). These
results do not support our second hypothesis that detection threshold
values would be different in low-light and well-lit viewing conditions.
A plot of the psychometric curves for mesopic and photopic conditions
averaged across all participants is shown in Figure 3.

4.2 Simulator Sickness

Simulator sickness values for each participant are shown in Figure 4. In
general, participants’ SS values were not abnormal for a rotation gain
threshold experiment (Photopic condition: µ = 29.421, σ = 32.478.
Mesopic condition: µ = 40.143, σ = 36.874). Participant 5 showed
the highest SS levels (89.76 and 123.42 for the photopic and mesopic
conditions, respectively) but did not display any concerning symptoms
during the experiment. Inspection of this participant’s physiological
data and threshold data (Table 1) did not reveal any noteworthy outlying
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Fig. 3: Psychometric curves fit to participants’ pooled response data
for the photopic (yellow) and mesopic (blue) conditions. The graph
shows the average probability of responding “greater” to the post-trial
question “Was the virtual movement smaller or greater than the physical
movement?”. The yellow- and blue-shaded regions indicate the estimated
range of rotation gains that are usually imperceptible to users (i.e., the
25% and 75% detection thresholds). Error bars for each data point
denote the standard error. The pooled detection thresholds for photopic
and mesopic conditions were similar to values found in prior work that
used photopic stimuli, and there were no significant differences between
the two conditions. The detection threshold gains shown here are not
exactly the same as the average values shown in Table 1 since we
computed the curves in this plot by fitting a psychometric curve to the
pooled participant responses, while Table 1 computes the average of the
curves fit to individual participants’ responses for each conditions.

data, so we included their data in our analyses. A Wilcoxon signed-rank
test revealed no significant effect of luminance on SS values (T = 9.0,
p = 0.398).

4.3 Postural Data

First, we compute the average postural stability for each trial. For each
trial, we compute the centroid of the position of the HMD projected
onto the floor (i.e., the HMD’s 2D position ignoring height) across
all trials. We use this centroid point as a proxy for the user’s base
position that they would stay in if there were no postural sway. Then,
we compute the distance between this centroid point and the HMD’s
2D position for each frame of the trial; this gives a measure of how far
the user strays from the central position on any given frame. Averaging
these distances yields our average postural sway metric, where a larger
number indicates higher instability (more time spent at a distance far
away from the centroid point). Some example plots of one participant’s
posture data over the course of a trial are shown in Figure 5. In this
paper, all postural sway values are reported in centimeter units.

To analyze the viability of using postural stability as a signal for
RDW tolerance, we fitted a multilevel model to the pooled participant
trial data using the lme4 package and residualized maximum likelihood
in R. By doing this we are able to measure the correlation between
independent variables like rotation gain and physiological signals like
postural stability. In the following analyses (subsection 4.3 and subsec-
tion 4.4) we do not report the Akaike information criterion (AIC) of the
models because AIC is a relative metric used when comparing multiple
different models on the same data; for each physiological signal of
interest we only evaluated one model because the focus of our work is
not on developing the most optimal model and because the parameter
selection in our models was grounded in our experiment design and
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Fig. 4: A scatter plot of users’ SS scores after the light (photopic) and dark
(mesopic) blocks of our experiment. In general, participants exhibited
SS levels that are typical of RDW detection threshold experiments. The
data belonging to the outlier male participant with the highest SS scores
did not show any anomalous patterns, so their data are included in our
analyses.
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Fig. 5: Examples of one participant’s posture data for two different
trials (each row corresponds to one trial). The left column shows the
participant’s head position projected onto the ground plane (black curve),
with the centroid of their positions at the origin (red dot). For each
trajectory point sampled, we compute a proxy for postural sway as the
distance between the centroid and the sampled head position (i.e., the
distance from each point to the origin). The right column shows the
participant’s postural sway (purple curve) and total amount rotated in the
physical environment (orange curve) across the duration of the trial. The
points along the trajectory curves and postural sway curves are colored
according to the time in the trial (purple indicates the beginning of the
trial, yellow indicates the end of the trial). These plots show that as the
gain increases, participants’ postural sway also increases—a correlation
which was statistically significant (subsection 4.3).
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hypotheses [87, 96]. The model we fit was:

avgPosturalSway =(1|ID)+gain+gender+ trialNum
+ trialDuration+luminance
+gain× trialDuration.

(1)

Using this model, we treat the average postural sway as the dependent
variable and model how different independent effects may be correlated
with postural sway. Our independent variables are rotation gain, partici-
pant ID, participant gender, trial number, and trial duration. Participant
ID is treated as a random variable, while all others are fixed variables.

Results of fixed effects estimates indicated that gain (slope = 5.096,
SE = 0.467, t = 10.905, p < 0.0001) was significantly correlated
with the average postural sway. Intuitively, this can be interpreted as
meaning that as the gain value increases by 1, the average postural
sway increases by 5.096 cm. No significant main effects of other
parameters were observed. Random effects analysis revealed very little
variability between participants (variance = 0.0211, SD = 1.453),
which indicates that the results were not noticeably biased by any outlier
participants who completed our experiment (postural sway varied by
only 0.0211 cm from participant to participant, on average).

4.4 Gaze Data
In general, participants’ gaze behavior during trials was characterized
by the optokinetic reflex [46, 77] and vestibular nystagmus [38, 46].
Since vestibular nystagmus is known to be present in both light and
dark lighting conditions [25], we did not separate the analyses based on
lighting conditions. To study correlations between gaze behavior and
the strength of redirected walking, we measured how a different gaze-
related metrics changed over the course of our threshold experiment. In
particular, we looked at average gaze velocity (◦/s), number of blinks,
and number of saccades. We classified saccades as any eye movements
that exceeded 30◦/s [16, 95]. Note that since we did not instruct
users to fixate on a specific target, we could not directly measure gaze
stability (in a manner similar to postural stability in subsection 4.3).
That is, without knowing exactly what target the user intends to fixate
on, we cannot measure to what extent their gaze deviates from said
target. Instead, we studied gaze velocity only during fixations as a
proxy measure for gaze stability. Manual inspection of patterns in
participants’ vestibulo-ocular reflex (VOR) gain did not reveal any
noteworthy patterns (the VOR gains during fixations were near 1, as
expected) so we did not conduct any further VOR gain analyses.

We fitted a separate multilevel model to each of the three gaze
metrics we studied (average velocity, number of blinks, and number
of saccades) using the lme4 package in R with residualized maximum
likelihood. By modeling average gaze velocity per trial as the dependent
variable and participant ID and gender, rotation gain, trial number, and
trial duration as independent variables (Equation 2), we found that
gain (slope = 0.9034, SE = 0.324, t = 5.112, p < 0.0001), trial
number (slope = 0.0280, SE = 0.00885, t = 3.153, p < 0.001),
and trial duration (slope = −0.358, SE = 0.1032, t = −3.472,
p < 0.0001) were significantly correlated with average gaze velocity.
Random effects analysis revealed that there was very little difference
in average gaze velocity between participants (variance = 0.475◦/s,
SD = 0.689◦/s).

avgGazeVelocity =(1|ID)+gain+gender+ trialNum
+ trialDuration+ luminance
+gain× trialDuration

(2)

We fit the same model for the number of blinks and saccades per trial.
For number of blinks, we found that trial duration (slope = 0.388,
SE = 0.0318, t = 12.190, p < 0.0001), luminance(slope = −0.643,
SE = 0.158, t = −4.065, p < 0.001), and the interaction be-
tween gain and trial duration (slope = −0.324, SE = 0.0869,
t = −3.728, p = 0.0002) were significantly correlated. The difference
in blink frequency between participants was small (variance = 0.898,
SD = 0.948). For number of saccades, the fitted model revealed a
significant correlation with gain (slope = −5.796, SE = 2.233,

t = −2.596, p = 0.00955), trial duration (slope = 2.430,
SE = 0.1013, t = 23.980, p < 0.0001), and the interaction between
gain and trial duration (slope = 0.9030, SE = 0.273, t = 3.307,
p = 0.00097).

5 DISCUSSION

5.1 Detection Thresholds and Sickness Scores
In general, the simulator sickness scores of our participants were sim-
ilar to prior work (e.g., [102]). Additionally, we were able to fit a
psychometric curve to all of our participants’ data without convergence
issues (Table 1). Note that some of the individual fitted thresholds
are somewhat wide, though it is already well-known that sensitivity to
RDW can vary widely from person to person [36, 60].

In our work, we did not find any significant effect of light level
on detection thresholds. We believe this is likely due to the complex,
multimodal nature of self-motion perception since participants’ ability
to detect rotation gains depends on both visual and non-visual cues
of self-motion. In our experiment, users had to determine if there
were additional visual motion gains added to their virtual movement
and then compare the differences between their visual and non-visual
signals of self-motion. Self-motion perception requires the brain to
integrate motion signals from different sensory channels into a single,
coherent “story” about how the body is moving [13, 78]. Furthermore,
this integration process is known to change depending on the reliability
of the sensory information [21], such that less reliable sensory inputs
contribute less to the determination of body motion. Thus, it is probable
that participants integrated their signals of self-motion differently for
the photopic and mesopic conditions in our experiment, and that these
different cue-combinations may have yielded overall similar perfor-
mances for rotation perception between the two luminance conditions.
Indeed, informal interviews with participants revealed that some par-
ticipants employed a different strategy for the photopic and mesopic
conditions. For example, one participant stated that they found themself
relying less on the visual information and more on the duration of each
rotation trial in addition to their non-visual motion signals to try to
detect the redirection.

Furthermore, we note that our experiment task was a rotation dis-
crimination task. Prior work in vision science has shown that people
are able to accurately perceive rotation magnitudes even in complete
darkness [79], which may further complicate the nature of RDW detec-
tion in photopic and mesopic conditions. For these reasons, we believe
that it is not necessarily surprising that we did not see any significant
differences in detection thresholds between the photopic and mesopic
conditions. Indeed, based on this non-significant result, we strongly
suggest that, moving forward, researchers studying RDW thresholds
(and self-motion perception in VR more broadly) should design and
conduct multisensory studies that take into account not only the users’
visual perception of motion, but also their non-visual perception, too.
Indeed, there is ample evidence in the perception community that mul-
tisensory integration plays an important role in self-motion perception
(see [26, 34] for comprehensive reviews).

5.2 Postural Data
In our experiment, we found that participants’ postural stability was
significantly correlated with the strength of redirection gain applied.
The postural instability theory of motion sickness proposes that postural
instability is the main cause of motion sickness [71]. Stoffregen et
al. showed that postural instability (i.e., increased postural sway) is
associated with symptoms of motion sickness [85]. This finding is in
line with our result, which showed that as the redirection gain increased
(and thus, the user’s surroundings become more visually unstable due
to additional rotations), participants’ postural sway also increased.
Stoffregen et al. found that postural sway preceding motion sickness
ranged, on average, on the order of 10 cm or less [85], and we found that
as the gain increases by one unit, postural sway increases on average
by 5.096 cm. This adds support to the notion that postural sway can be
used as a signal for feelings of discomfort for users during redirection.
We did not find any effect of luminance on postural stability. Although
prior work has shown a decrease in postural stability as light levels
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Fig. 6: An example of one participant’s horizontal eye position (red curve,
in UV coordinates of the rendered image) during one trial. Green indicate
saccades (gaze velocity above 30◦), which are also identifiable as a very
steep slope in the red curve, denoting the eye’s horizontal position. The
data help to confirm that our participants’ gaze behavior was free of
abnormalities since this plot shows that gaze behavior was characterized
by typical nystagmus responses that are expected in healthy observers
during head rotation [1].

decrease [8, 35, 42, 73], the effects were less pronounced in younger
subjects and our participant pool was biased towards young people.
Furthermore, at least one study [56] has shown that lower light levels
did not decrease postural stability, so it is possible that the effects of
luminance on postural stability in the context of VR and RDW are
complex and would require a more focused study than ours to fully
understand.

5.3 Gaze Data

Our results on gaze data during RDW showed that the participant’s av-
erage gaze velocity, number of blinks, and number of saccades were all
significantly correlated with the RDW gain, time spent being redirected,
or the display luminance. We used average gaze velocity as a proxy
for gaze stability since participants were not tasked with fixating on
any target in particular, so gaze stability with respect to a visual target
could not be measured.

As the RDW gain increased (the same physical rotation yielded a
larger virtual rotation), we found that participants had higher average
gaze velocity. This make sense when we consider the rotation task and
how gaze behavior works during head and body rotations. In healthy
people, nystagmus is induced by body or head rotations as a mechanism
for maintaining a stable view of the observer’s surroundings. Optoki-
netic nystagmus occurs when the observer perceives a large moving
field during rotation (as in the photopic condition of our experiment),
while vestibular nystagmus occurs during rotations even in darkness [1].
Gaze position profiles during nystagmus are characterized by a “saw
tooth” shape as the eye slowly drifts in the direction opposite to the
head rotation and then quickly jumps back in the direction of rotation.
This pattern can be seen in one user’s data in Figure 6. The frequency
of nystagmus is a function of the speed of the head rotation and/or the
perceived visual field motion. Therefore, as the rotation gain increases,
the speed of the rotation of the virtual environment increases, which
creates more nystagmus-induced saccades that raise the average gaze
velocity of the trial. That is, the larger the redirection gain, the faster
the virtual world rotates around the user, which triggers more saccades
that increase the average gaze velocity for each trial.

Interestingly, we found a negative correlation between trial duration
and gaze velocity (subsection 4.4). A closer inspection of the data
revealed two patterns that we believe explain this negative correlation.
First, as the participant reaches the end of a trial, their rotation velocity
decreases as they try to avoid turning beyond 90◦ in the VE (see the
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Fig. 7: A graph showing a user’s gaze velocity (blue) compared to the
total amount they have rotated their body during one trial (orange). The
gaze velocity curve is characterized by multiple saccades that arise from
vestibular nystagmus and the optokinetic reflex. The body rotation curve
increases from 0◦ to ∼95◦ over the course of the trial. The grey shaded
region is the range 85◦ − 95◦ (the trial ended if the orange curve lies
within this region for 1 s). As the trial progresses, the user’s gaze velocity
gradually decreases to 0◦ as they wait for the trial to complete after
rotating a sufficient amount.

plateau towards the end of the trial time in the orange curves in Figure 5
(right column) and Figure 7). As participants slow down their body
rotation to complete the trial, their gaze velocity also decreases (see
the tail of the blue curve in Figure 7) due to the decreased scene mo-
tion (fewer nystagmus movements and more smooth vestibulo–ocular
reflex movements). We found that longer trials tend to have longer
gaze velocity tails as the participants made small adjustments to their
virtual heading in order to complete the trial. The second factor that
we believe contributes to the negative correlation between trial du-
ration and gaze velocity is that of previously-documented slow and
fast compensatory phases of eye movements during vestibular stimu-
lation [1, 90]. When a person’s head motion transitions from still to
rotating, there is an initial step change in head rotation velocity. This
sudden movement initiates ocular nystagmus that alternates between
slow and fast phases: gaze velocity quickly reaches a peak and then
slowly decreases exponentially and approaches 0◦/s [90]. Indeed, this
is the pattern seen in the gaze velocity curve (blue) in Figure 7—gaze
velocity starts off slow (0 − 0.4 s), quickly peaks to a maximal value
(0.4 − 0.6 s) shortly after the user begins turning, and is followed by
periodic, smaller spikes in gaze velocity (0.6 − 2.5 s) which gradually
approach 0◦/s (2.5 − 4.5 s). Thus, as trial duration increases, it is
logical that the participant’s average gaze velocity decreases as their
gaze velocity profile decreases exponentially.

We found a positive correlation between gain and blink and sac-
cade frequency, which may indicate an increase in simulator sickness
symptoms as users spent more time in the experiment [3, 7, 18, 29].
Finally, gaze velocity and blink frequency were correlated with time
spent being redirected in VR (trial number) and trial duration. However,
these correlations were very small, so they may not be useful signals
for users’ perception of RDW gains.

We found that display luminance (photopic versus mesopic) had a
significant effect on users’ average blink frequency but not any other
gaze metrics (average gaze velocity or number of saccades). We be-
lieve this result makes sense given the prior results of studies on gaze
behavior and light levels (subsubsection 2.3.2). Nystagmus responses
are quite stable in healthy adults, so it is not surprising that participants’
saccade rates (and thus their average gaze velocities) were not affected
by the luminance condition. Interestingly, we found that participants
blinked more frequently in the mesopic condition. Recent results in
vision science have shown evidence that blinks increase visual sensitiv-
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ity (i.e., improve visibility) [103]. It may be the case that participants
blink more frequently in low-light conditions to take advantage of this
improved visibility and counteract the decreased visibility imposed by
low luminance.

5.4 Further Considerations, Applications, & Limitations
5.4.1 Experiment Design Implications & Limitations
Although our results showed some correlations between RDW system
factors and users’ physiological signals, our study design limits the
amount of correlations we were able to study. We chose to use the
method of constant stimuli (MCS) for our experiment because this
topic is relatively understudied, so we preferred to have a uniform
sampling of the RDW gain parameter space. This allowed us to study
equally how physiological signals varied across the parameter space,
as opposed to an adaptive sampling paradigm which will be biased
near to the participant’s detection threshold. Since MCS applies gains
in a random order, we were unable to test how physiological signals
behave near a user’s detection threshold since this threshold value is
only known after the experiment once we fit a psychometric curve. As
such, we were only able to test for general correlations between RDW
gain and physiological signals. Measuring detection thresholds requires
running a psychophysical experiment, but psychophysics may not be
the best paradigm for measuring correlations between physiological
signals and visual stimuli. For example, the temporal dynamics of phys-
iological signals are difficult to measure in a trial-based psychophysical
study. Furthermore, since psychophysical experiments often employ
very simplified stimuli and/or experimental tasks, the data collected
may not be the most faithful representation of the real-world settings
where active monitoring of physiological signals is most useful (see
subsubsection 5.4.2 for more details). Therefore, by choosing a tradi-
tional psychophysical paradigm for our experiment, it is possible that
the reliability of our results on physiological signals is limited. We
suggest that future work that studies physiological correlates of motion
perception and comfort in VR use an experimental design that is similar
to that of continuous psychophysics instead [6].

Furthermore, we chose a randomized order of gains to mitigate learn-
ing effects and to minimize the chance that participants feel debilitating
levels of simulator sickness. As a result, it is possible that our data do
not capture some patterns in users’ physiological data that only man-
ifest after long, continuous exposure to redirection. With a different
study design (such as adaptive staircase or continuous psychophysics),
one may be able to better study how physiological signals behave near
the detection threshold and during uninterrupted periods of walking.

Prior work has shown differences in detection thresholds depending
on gender [60, 102]. However, in our experiment, since not every-
one successfully completed the experiment, our biased participant
pool was biased towards male participants (seven male, four female).
Therefore, our ability to draw reliable conclusions about effects of
gender on redirection sensitivity or physiological signal patterns is
limited. Future work studying redirection thresholds should ensure
parity in participants’ gender distribution to mitigate the likelihood of
finding biased results [65, 66]. Although psychophysical experiments
often employ relatively fewer participants since each new participant
is treated as a separate replication of the study [76, 80], we stress that
it is still necessary to obtain a large enough sample-size when making
cross-population comparisons such as effects of gender or group-level
differences in physiological signal patterns. Additionally, we note that
while we did see significant correlations, the effects were sometimes
small; we believe this is due to the short trial durations and because
most of the trials applied a gain that was not near the participant’s
detection threshold.

In this work, we only measured the correlation between redirection
strength and gaze/posture data. This should not be mistaken as a
correlation between user comfort and physiological data. Since we did
not continually record any measure of user comfort during the course
of the experiment (e.g. after every trial), we cannot claim that there
is a direct correlation between physiological signal patterns and user
comfort. Since the strength (and perceptibility) of RDW gains is related
to feelings of comfort [72], it is likely such these correlations exist.

The HMD used in our experiment was a Meta Quest Pro, which has
an eye tracker with a sampling rate of ∼72 Hz [33]. This sampling rate
is on the lower end for VR HMDs and for broader research in vision
science. Some eye movements (e.g. microsaccades) are extremely
transient and thus require a very fast eye tracker in order to be studied
[32]. In our experiment, we only studied fixations and saccades, which
can be reasonably well-detected with a ∼72 Hz eye tracker [32], though
it certainly did have a non-negligible effect on the quality of the gaze
data we collected. Despite this limitation, our results showed that we
were still able to reproduce the expected gaze behaviors observed in
prior experiments with similar experimental tasks (see subsection 4.4,
Figure 6, and Figure 7). Thus, we believe that the limitations posed by
the HMD’s eye tracker is not a major concern for our study.

5.4.2 Applications
Given that a direct, significant effect of redirection gain strength on
physiological signals has been established in this work, we believe
this effect opens the door for making RDW more widely-applicable
outside of controlled lab settings. If future research can establish a
correlation between a user’s physiological signals and their subjective
feelings of sickness induced by redirection, researchers and application
developers will be able to monitor and analyze a user’s physiological
data in real time to determine whether or not the applied redirection
gains are too strong. That is, physiological data can serve as a signal
that the strength of redirection being applied in the virtual experience
should be decreased, to mitigate users’ feelings of sickness. Importantly,
developing an understanding of this relationship between physiological
data and symptoms of motion sickness will likely allow us to apply
redirection gains that are fine-tuned to each user’s individual tolerance
levels in a wide range of system and user configurations without needing
to conduct long psychophysical calibration sessions to estimate the
user’s detection thresholds. This would allow researchers to develop
more robust redirection algorithms that are more effectively capable of
providing a comfortable experience for users across a wide variety of
virtual experiences.

Furthermore, a better understanding of the relationship between ob-
jective physiological signals and redirection gains allows researchers
to study the more subtle impacts of added visual motion (introduced
either intentionally via RDW or unintentionally via tracking and ren-
dering errors) on users’ fine-grained motor control in VR, which has
applications for perception-for-action research (e.g. perception for
locomotion [51, 54]).

6 CONCLUSIONS, LIMITATIONS, & FUTURE WORK

In this work, we investigated correlations between physiological signals
(gaze and posture) and RDW gains. We also studied the impact of
photopic and mesopic lighting conditions on users’ sensitivity to RDW.
In line with our first hypothesis, we found that postural stability, gaze
velocity, blink and saccade frequency were significantly correlated with
various factors of the VR environment during redirection (RDW gain,
trial duration, and trial number). Contrary to our second hypothesis, our
results showed no significant effect of luminance on RDW thresholds.
Our results contribute to the growing body of knowledge on RDW
thresholds and factors that affect it, as well as potential signals for
RDW tolerance in the form of physiological signals. Our work has
some limitations. It is difficult to know exactly which patterns in the
physiological data were due to RDW or due to symptoms of simulator
sickness that participants will naturally feel as experiment progresses.
However, it is common for RDW to increase users’ sickness levels, so
in practice it may not be important to disentangle the effects of RDW
and simulator sickness on physiological signal patterns. Additionally,
our participant pool was biased toward young people. Finally, the
physiological signals we recorded and analyzed are only a subset of
the potentially-available signals that one could record during VR. We
limited our study to posture and gaze data since these are biosignals
that are easily obtainable in most modern HMDs, but other signals
such as heart rate or skin conductance may be useful correlates as well.
Future work should study correlations between RDW and other signals
such as galvanic skin response, pupilometry, and heart rate.
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